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1
Decision/action requested

Add the deployment use case in TR 32.871.
2
References

3
Rationale

According to the IMS and EPC network design and the requirement of avoiding media detour, operator usually requires the IMS SBC should be adjacent to EPC SAE GW (Serving-GW/PDN-GW).  

The adjacent relationship means the SAE GW and SBC, which interacts with each other, should be deployed in the same DC or in the nearby same type DCs. 

Hence, the policy management system need get the location of the deployed network function (e.g. SAE GW) then dertermine the appropriate location of other network function to be deployed before the instantiation.
The UC is proposed to capture the scenarios. 
4
Detailed proposal
	1st Modified Section


5
Use cases

5.1 Use cases for network deployment 

5.1.x Deploy the network function based on certain location constraints

5.1.x.1 Introduction and assumption

According to the IMS and EPC network design and the requirement of avoiding media detour, operator usually requires one kind of the network functions should be adjacent to another kind of the network functions. 

The adjacent relationship means the two kinds of network functions, which interact with each other, should be deployed in the same DC or in the nearby same type DCs. 

For instance, 

Instance1: For IMS network, the IMS SBC (Session Border Controller) should be adjacent to EPC SAE GW (Serving-GW/PDN-GW). 

When the SAE GW is in the core DC (if it is virtualized) or centralized central office (if it is non-virtualized), the vritualized SBC should not be allowed to be deployed in the edge DC, when the SAE GW is in the edge DC or remote contral office, the virtualized SBC is better to be deployed in the edge DC.
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Figure-x voice flow detour if SBC is not adjacent to SAE GW

[image: image2.emf]Edge DC3

Virtualized SAE 

GW (S-GW/P-GW) 

NFVI

Voice flow2

eNodeB eNodeB

50-200km

Central Office2

Non-virtualized SAE GW 

(S-GW/P-GW) 

Virtualized 

SBC 


Figure-y no voice flow detour if SBC is adjacent to SAE GW
Instance2: For EPC network, there is the similar requirement that the SAE GW should be adjacent to some content resource (e.g. CDN cache point). 

When the CDN cache is in the edge DC, the vritualized SAE GW should not be allowed to be deployed in the core DC, when the CDN cache is in the core DC, the virtualized SAE GW is better to be deployed in the core DC.

The assumptions are (for Instance1):

1) The operator has two types’ DCs, core DCs are centralized in some individual region and edge DCs are distributed in most cities.

2) The operator need deploy IMS network in one region and the EPC network has already been running.

5.1.x.2 Actor and roles

1. PDP creates the IMS deployment policy and checks whether the policy is correctly execution.  

2. PEP executes the IMS deployment policy and can store the policy. 

3. PSE stores the IMS deployment policy. It is standalone or is embedded in PEP.

5.1.x.3 Pre-condition

1. The operator designs the IMS network deployment requirement and need deploy the network based on the requirement. 

2. Management systems (i.e. OSS, EMS and NFV-MANO system) are running normally. 

5.1.x.4 Description

1. The operator sets up the IMS network deployment policy through PDP.


-If exists standalone policy storage entity (PSE), the operator can create the policy into PSE. The policy is:


For the IMS network, virtualized SBC should be deployed adjacently to the SAE GW(S-GW/P-GW) which it interacts with. That is when the SAE GW is in the core DC (if it is virtualized) or centralized central office (if it is non-virtualized), the vritualized SBC should not be allowed to be deployed in the edge DC, when the SAE GW is in the edge DC or remote contral office, the virtualized SBC is better to be deployed in the edge DC.



Or,


-If the PSE is embedded in PEP, the PDP can create the policy into PEP. 

2. The PDP activates the policy and notifies related PEP. 

3. The PEP follows the policy to design the IMS network and determine the virtualized SBC location after getting the SAE GW location.

4. The management systems follow the location constraint to design template (e.g. NSD or VNFD) and instantiate the IMS network.

5. The management system checks whether the policy is correctly executed, which is the virtualized SBC is deployed adjacently to the running SAE GW. 

5.1.x.5 Post-condition 

The IMS network is correctly configured and normally running.

	End of Modified Section
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